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Cancer is a common disease, and it takes several human lives every year. It is generally classified on the basis of the tissue from where 

it originates, such as carcinoma or lymphoma. However, a single tumour may possess several types of heterogeneity. Cancer 

management is a tedious task due to its heterogeneity. Cancer causes >50% of the total deaths in developing countries due to poor 

diagnosis. Breast Cancer (BC) is the most heterogeneous cancer and massive molecular data is available on it; however, classification 

of the information is imperative for its management. Machine learning is an evolving tool that can be used to classify heterogeneous 

breast cancer datasets. 

 

Objective: Proper classification of tumour diversity and diagnosis of BC using ML approaches can improve the chances of survival; 

effective prognosis can help clinicians recommend the right treatment. 

 

Methods: Machine learning (ML) classifiers used for classification in the study are Classification and Regression Trees Naive Bayes 

Classifier, Artificial Neural Networks, Support–Vector Machines and Logistic Regression. 

 

Results: ML is the most efficient tool for classifying the diversity of breast cancer datasets existing with heterogeneity in risk factors. 

The experimental findings show that the logistic regression model gives the highest accuracy (96.60%), with a lower error rate than 

other models. 

 

Conclusion: ML appears to be a powerful and practical tool for the categorisation of breast cancer. Massive data concerning breast 

cancer is available, and crucial features can be extracted through ML. This research paper presents a review of machine learning tools 

used in the extraction of vital elements of tumour categorisation proposing a prognosis. 
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1. INTRODUCTION 
Each cell in the body divides to support the growth and repair process. The division of a cell follows a process called 

the cell cycle. Cell division is a highly regulated process, as tight regulation of the cycle helps maintain an appropriate 

number of cells in the body, and failure of cell division control results in the formation of a tumour. DNA refers to the 

genetic material in all eukaryotic cells, and the genetic defect is the cause of uncontrolled cell proliferation that 

produces cancer. Genes are the regions on the DNA where information for cell structures and functions is coded. The 

flow of genetic information starts from the DNA to the RNA and finally to proteins. Particular gene products act as 

guardians and take care of the expression of other genes, such as genes controlling cell proliferation. 

Among cancers, breast cancer (BC) is considered the most heterogeneous one. BC is a major cause of death in women 

worldwide. The mutation is the cause of the defect in genetic material and the production of the altered gene product. 

Mutation results in either gain or loss of the function of genes. The modified gene product fails to control cell division, 

leading to the formation of tumours or benign tumours. Later on, the constituent cells of tumour mass gain the ability 

to invade the neighbouring tissue and occupy distant places in the body. The tumour mass is called a malignant 

tumour—the malignant tumour mass is composed of a different type of cells. Breast cancer is an epithelial cell-derived 

tumour known as carcinoma. The epithelial cells comprise the outer and inner boundaries of the organs. A healthy 

immune system fights cancer cells, but when these cells escape immune surveillance, tumours are formed. Since the 

genetic composition of each cell is different, the susceptibility to cancer varies across a population, causing stress [1–

4]. Moreover, BC is highly dependent on the female hormones oestrogen and prolactin. 

The molecular data extracted by researchers using the microarray (MA) technique, protein array (PA) and sequencing 

of DNA and RNA provide a vast platform for understanding the heterogeneity of the BC dataset to limit the manual 

classification limit. Evolving computational techniques are now fulfilling this need. Computational methods are novel 

tools for analysing a complex set of data and might be a helpful option for clinicians [5]. 

 

1.1 Importance of Machine Learning (ML) Tools for BC symptom Analysis 

BC is a life-threatening disease, especially in women. In women, BC is not only a disease but also a social issue. The 

heterogeneity of BC makes its diagnosis and management more difficult than that of any other cancer. Error-free 

diagnosis is the key to cancer management. ML methods are evolving tools that meet the demand of clinicians by 

providing early error-free diagnosis, and the predictions of a BC ML analysis could improve the chances of survival 

for BC patients and help maintain the pace of the treatment [6]. ML algorithms are a set of instructions that analyse 

and forecast the type of cancer based on records. The goal of ML algorithms in cancer is to evolve into a diagnostic 

evaluation algorithm that can provide a timeline of the cancer patient, which can accurately predict the disease and its 

treatment. The main issue with ML algorithms pertains to the diversity of data and types of cases reported. The 

effectiveness of ML tools can be determined by comparing the performance of two more algorithms [7, 8]. 

 

2. ML ALGORITHM FOR CANCER PREDICTION 

Healthcare is critical for developing as well as developed nations. The diagnosis of a disease navigates the path of 

treatment. Even though massive molecular and clinical data are available, we have a limited prediction and prognosis 

mechanism. ML classifies, arranges and extracts available data sets and provides a pattern for clinical progress. The 

advantages of ML tools in healthcare include the identification of diseases, treatment innovation, medical imaging 

diagnosis, personalised medicine, ML-based behavioural change, health records, research, clinical trials, data 

collection and improved radiotherapy to support medical practitioners [9]. Several BC forecast models have been 

designed and proved useful to discover the characteristics of a disease as well as to diagnose and predict treatment 

using ML and statistical techniques. ML involves data mining algorithms that can be utilised by a healthcare expert 

to develop new kinds of algorithms. The algorithms can provide BC patients’ dataset to machines that can analyse 
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clinical outcomes more precisely. The following practical ML tools, based on filtering and classification techniques, 

are widely used to analyse massive datasets of cancer patients: 

● Naive Bayes (NB) 

● Logistic regression (LR) 

● Support-vector machines (SVM) 

● Artificial neural networks (ANN) 

● Classification and Regression Trees (CART) 

These tools present the right treatment option, which can help minimise deaths due to cancer [10, 11]. Proper 

investigation and the timely detection of cancer via ML tools can support the doctors in protecting the patient. ML 

applications are very helpful in categorising multifarious records correctly. Consequently, it offers hope to cancer 

patients. Prediction tools create a dataset that would be very useful to surgeons in monitoring the performance of a 

drug against BC and precautionary measures and remedies depending on a patient’s response to medication. Useful 

investigation tools have been developed to identify hidden relationships in BC records [12–14]. The essential steps in 

the classification of BC dataset are as follows: 

a. Collection of BC dataset 

b. Purification of a redundant dataset 

c. Selection of suitable ML techniques 

d. ML technique for BC dataset. 

e. Assessment of the efficiency of ML classification techniques with regard to BC 

f. Prediction of cancer (susceptibility, recurrence and susceptibility) 

 

2.1 Naive Bayes (NB) 

NB is the oldest statistical classification method based on probabilistic algorithms and so-called Bayesian classifiers 

for the cataloguing of real-life problems such as BC [15]. 

( ) )1()(/ NPLP
L

N
P=

N

L
P 

















 

 

Equation (1) represents the NB classifier where L belongs to a certain class, N is the observed data points, P (L/N) is 

the posterior probability of target given attributes, P (N/L) is likelihood, P (L) is the class prior probability and P(N) 

is prior probability of predictor. In 2012, NB classification was used to study the WBCD dataset, obtaining an 

efficiency of 95.99% [17]. In 2015, it was used to study the WBCD dataset, obtaining an efficiency of 99.11% 

(specificity), 98.25% (sensitivity) and 98.54% (accuracy) [18]. In 2019, the BC classification method was used to 

study the WBCD dataset, obtained 95.7% (accuracy), 97.2% (precision) and 97.1% (recall) [19]. An NB approach 

used for the classification of a malignant tumour (MT) and benign tumour is shown in Fig. (1), where P1, P2, P3, 

P4…PN represents the probability of the occurrence of cancerous features. 
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Fig.(1). Working of NB Classifier on WDBC dataset 

                                               

2.2 Logistic regression 

The LR method is like other statistical regression techniques commonly employed to identify the relationship among 

the variables. In 1958, David Cox, a statistician, designed a supervised ML classification technique for forecasting. 

LR is one of the most commonly used algorithms that simplifies the idea of a predictive analysis to conditions where 

the resultant variable is certain. This algorithm usually emphasises a class of binary classification (values between 0 

and 1) of problems and produces a logistic curve. 
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Here, the outcome labels are projected in terms of benign/malignant BC with 59.1% accuracy on WPBC and 95.24% 

accuracy on WDBC using this method [20, 21]. For studying and forecasting in-patient deaths of cancer patients, an 

LR-based examination with cluster amendments was implemented [22]. A sample approach, as shown in Fig. (2), 

was used for the forecasting of a malignant or benign tumour using the LR technique. Equation (2) represents forecast 

the chances. Equation (3) represents the linear model, and Equation (4) represents the logistic model. In Equation 

(3), 0α is constant and 1α is a slope. In Equation (4), the symbol β  represents the LR coefficient. In Fig. (2), the 

emblem x represents tumour size (input) and y (0 or 1) represents the type of tumour – malignant or benign (output). 
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Fig.(2). A semantic approach shown for tumour (benign and malignant) classification using the LR classifier 

2.3 Support-vector Machine 

SVM classifiers are useful when a researcher has no idea about the dataset. This method, which uses a supervised 

class of a classifier, is one of the most effective in finding the best linear separator between two features. The classifier 

tries to make a hyper-plane or decision boundary in such a way that the separation between the two sections – Class 

A and Class B – is as wide as possible. The idea is to find a hyper-plane that enables the finest separation of a dataset 

into two sections. The most significant distance and classes fall between adjacent data points of margin. The objects 

belong either to Class A or B [23]. One approach shown in Fig. (3) is used for forecasting malignant and benign 

tumours. 

 

Fig.(3). A semantic approach for classifying benign and malignant tumours using the SVM technique 

 

The performance of the SVM classifier on WBCD datasets was evaluated: 96.2927% accuracy (9-attribute sample), 

96.5610% accuracy (4-attribute sample) and 96.5610 % accuracy (13-attribute sample) were obtained [24]. When this 

method was used to study the cancer dataset, 96.6 % accuracy was achieved [25]. The SVM method has been applied 

to study the WBCD dataset, obtaining 97.2% accuracy. When Least Square SVM (LS-SVM) method of WBCD dataset 

was used, 98.53 % accuracy was obtained [26]. When the SVM method was applied on WBCD dataset, 97.7 % 

accuracy was obtained [27]. Using the LSVM method, QSVM and FG-SVM methods on WBCD dataset, 93.3%, 

92.7% and 91.3% accuracy, respectively, were obtained [28]. This technique was applied to study the WBCD dataset 

with 97.2% accuracy while using SVM and 98.53 % accuracy while using the LS-SVM method [26]. Using this 

technique to study the WBCD records, 97.7 % accuracy [27] were obtained, with 93.3% efficiency using LSVM, 

92.7% using QSVM and 91.3% using FG-SVM [28]. 

 

2.4 Classification and Regression Tree 
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Leo Breiman developed the CART method. He was an eminent professor and statistician at the University of 

California, Berkeley. This method involves decision tree (DT) procedures used for feature selection problems and 

classification. CART is a compelling approach with significant potential and clinical utility. In this method, records 

(cancer patients) can be divided into several groups based on their characteristics. A tree-like arrangement is used in 

DTs, where the leaves of the tree represent the classification criteria and the sprig symbolises causes [29]. CART is 

used to predict the disease outbreak in medical organisations for finding the cure of illnesses [30, 31]. The approach, 

shown in Fig. (4), is used for the forecasting of malignant and benign tumours. 

  

Fig.(4). An example of a decision tree for BC 

 

2.5 Artificial Neural Network 

In 1960, a mathematical model was developed by Professors Bernard Widrow and Ted Hoff. The ANN model mimics 

the structure and function of the human brain for processing information. The method was helpful in the classification 

and prediction of chronic diseases like BC. ANN can easily show straightforward relationships of BC. This algorithm 

was designed and implemented in a particular application, such as pattern cataloguing from end to end using an ML 

procedure. The linking arrangement designed within different layers is called the edges of the ANN model. The 

arrangement of neurons form three layers: 

a) Input layer 

b) Output layer 

c) Intermediate layer 

The neurons are interconnected with edges, and each side is associated with their vertex, which is called ‘wait’. ANNs 

are sets of connected neurons [32, 33]. Using the probabilistic neural network (PNN) technique to analyse the BC 

dataset [34, 35], 96% accuracy was obtained. An ANN approach is shown in Fig. (5), used for the forecasting of 

malignant and benign tumours. 
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Fig.(5). A semantic model for classifying in what way ANN is trained to predict using different layers for results 

The ANN model was used on the labelled dataset, and the train test split was used to check the precision of the 

classification model. The data was split into an 80:20 ratio for train and test. A neural network design was developed 

with three hidden layers with 64, 32 and 16 nodes. The activation function sigmoid was used in hidden layers and 

soft-max was used in the output layer. The input layer had 29 nodes equivalent to the number of features. The record 

ID was not considered as an input feature as it did not contain any feature value. Upon testing it with 1000 epochs, 

the accuracy was around 96.49%. The AUC-ROC curve, which is a measure of model accuracy for ANN, is depicted 

in Fig. (6)[66-67]. 

 

 

Fig.(6). AUC-ROC curve for model peformance of ANN 
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3. BC PROGNOSIS 
The prognosis and forecasting of BC growth concentrates on three significant areas: risk assessment, forecast of BC 

relapse and a forecast of the BC endurance rate. The area includes a projection of the possibility of increasing the 

cancer symptoms before the BC patient is diagnosed [36]. Chemotherapy for early-stage symptoms BC (for instance, 

changes in bowel, urination difficulties, habits, testicular changes, weight loss, breast lumps, skin, mouth sores, 

persistent cough, nausea, stomach pain, etc.) is often managed after breast surgery. The end of the prognosis procedure 

of BC is entirely dependent on the quality of the remedial treatment. The prognostic predictions here are 

supplementary, as opposed to those from unpretentious problem-solving inspection. The study of the prognostic 

efficiency of ML-based tools would provide visual valuations to those of established clinical predictors The study of 

the prognostic efficiency of ML-based tools is compared with that of the established clinical predictors and visual 

valuations [37–39]. Among the various ML classifiers, SVM has been found to provide higher accuracy [40]. The 

gene mutations of cancerous cases profiles has been effectively used with ML approaches to discover clinically clear 

separation of BC records [41]. 

3.1 BC Susceptibility 

BC is the most significant public malignancy in the world. Reproductive genes for cancer are hereditary factors, which 

cause a genetic disturbance in the breast, and mutations in these genes raises the associated possibility of developing 

BC [42]. Breast is a highly dynamic tissue that is affected by lactation period, age and sex. It is partial by lactation 

period, age and sex, and this makes it difficult to follow the syndrome after the next medical treatment. It also produces 

a substantial amount of heterogeneity in BC statistics [43, 44]. This poses a considerable challenge for the diagnosis 

of the disease. ML offers dynamic techniques for classifying genetic variability. Genetic analysis and evaluation in an 

extensive series of BC patients can address the actual possibilities of cancer [45, 46]. 

3.2 BC Recurrence 

The migration of cancer cells to a distant location in the body is known as metastasis. In-transit metastatic or locally 

recurrent BC can come back after a month or a year after the treatment and surgery in the same place in the body, and 

this is known as repeated BC. The doctor typically removes the lumps, which are identified by the pathologist based 

on the laboratory tests. If the signs of the physical examination are abnormal, the pathological consequences can be 

confident or uncertain in terms of the metastases. Typical signs include nipple discomfort, secretion, growing shape, 

inverted nipple, new shape or size of breast nipples, weight loss, shortness of breath and bone pain [47, 48]. The ML-

based methods of feature selection and classification can be used to develop modules for the prediction of relapse of 

cancer [49, 50]. With the combined efforts of cancer surgeons and scientists’ notes on various recent techniques for 

BC, the key future trends of computational biology seem to have obtained positive results with admirable correctness 

[51]. 

3.3 BC Survival 

The goal of clinicians and researchers is to increase the healthy life expectancy of BC patients. With the considerable 

advancement in the number of cancer surgeries available for breast cancer and the number of experienced surgical 

and breast radiation teams, there is a possibility of diagnosis of the disease, and with them, the life-sustaining ratio is 

minimal. Microarray technology is one of the tools used to estimate the survival time of lymphoma patients [52, 53]. 

The determination of BC’s sensitivity using effective medical findings is essential in improving care and providing 

necessary details of the disease to doctors and patients [3, 54]. Classification models to detect strategies and genetic 

characteristics, which allow treatment responses and the overall existence of patients and are an excellent way to 

differentiate between surviving categories [55, 56], are a result of computational development and design. In recent 
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years there has been a great promise of equipment and related appearances from various ML classifiers, signifying 

that such techniques are capable of representing high-quality learning and non-sequential characteristics [57]. 

4. EXPERIMENTAL BC DATASET 

The BC database used in this manuscript has been taken from the learning store, i.e.,UCI Machine Learning 

Repository, which was developed by Dr. William H. Wolberg. A number of researchers and biologists have shown 

the efficiency of the ML Classifier on WBCD in terms of various analytical factors. The analysed WDBC has a total 

of 464 records of BC cases with 62% (342 – benign) and 38% (212 – malignant) tumours [58]. Factors of the BC 

dataset include perimeter, radius, texture, concavity, area, concave points, diagnosis (malignant/benign), smoothness, 

compactness and symmetry, as shown in Table 1. 

Table 1. Attributes of WDBC. 

S.N Range Parameters 

A1 Patients ID ID number 

A2 A-Malignant, 

B-Benign 

Diagnosis 

A3 6–28 Radius 

A4 9–40 Texture 

A5 43–188 Perimeter 

A6 143–2500 Area 

A7 0.05–.10 Smoothness 

A8 0.19–.35 Compactness 

A9 0–.43 Concavity 

A10 0–.20 Concave points 

A11 0.1–0.3 Symmetry  

A12 .04–.09 Fractal dimension  

 

5. EXPERIMENTAL ENVIRONMENT AND RESULTS  

The following steps are involved in the assessment of a dataset with ML tools: a) construction of an ML model 

followed by the recovery of data from the BC dataset and b) performing of a test for equating the performances of 

different ML tools such as NB, LR, CART, ANN and SVM on BC dataset in the python programming 

environment[59-60]. 

5.1 Programming Environment 

Python is the most frequently used programming language, and it was developed in the 1980s by Guido van 

Rossum[65]. Cancer patients’ entire experimental records have been evaluated with the help of Python in an ML 

programming background that has an excellent library of ML tools for classification. Python libraries and its 

applications offer a unique development environment for programming and the needs of future and current work in 

bioinformatics estimate [63-64]. 

5.2 Results 

Table 2 demonstrates the performances of five classification models on the patient’s entire dataset. Here, the dataset 

investigation done using five classification models and their performance have been tabulated. For implementing the 

models, the data has been summarised on the BC dataset. For evaluating and training the five ML classifiers, we 
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divided the training dataset into different sections by performing a 10-fold cross-validation scheme. We then examined 

the performance of the five models in terms of standard deviation (SD), meantime and accuracy, as shown in Table 2 

and Fig. (7) [61-62]. 

 

Table 2. Shown efficiency of five classifiers on WDBC . 

Assessment measures CART NB SVM ANN LR 

Run time  03.15 00.20 00.24 07.77 01.02 

SD 00.03 00.038 00.03 00.027 00.03 

Accuracy (%)  92.11 92.10 96.16 95.70 96.60 

 

  

Fig. (7). Performance analysis of 5-ML Models 

 

6. CONCLUSION 

This manuscript briefly discussed the utility of unsupervised and supervised ML tools to investigate the number of 

BC species and their impediments. An early opinion on BC is imperative in the first stage for proper handling of the 

disease. Amended cataloguing and forecast accuracy of ML techniques and their usefulness in the BC forecast, the 

prognosis can cut the loss-of-life ratio all over the world. The ML-based expanded analysis of the study emphasises 

the development and design of correctness and the highly efficient risk prediction of models using ML tools. Even 

though a number of right ML procedures have obtained a very high degree of accuracy on WBCD, there is a massive 

requirement of value-added quality tools to redeem the life of BC patients. Usability and application of the right ML 

tools, in-depth understanding of the classification approach for cancerous pattern study and detection of 

multidimensional genetic records integration are excellent ways to achieve thoughtful incorrect proficiency diagnosis, 

prognosis and predictions of BC [63-64] 

 

7. CURRENT AND FUTURE DEVELOPMENTS 
In cancer, several types of genomic disorders occur to produce various kinds of phenotypes. Therefore, it is difficult 

to categorise a particular cancer patient for therapeutics and prognosis. In this context, ML is a developing tool that 

provides an opportunity to classify a complex set of available data for better prediction. Although these kinds of ML 

tools are in use for biomedical research, prognosis and therapeutic purposes, there is a need to further refine these 

tools for improved classification of data for future use. 
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8. Availability of data and materials: The BC database used in this research has been taken from the 

learning store, i.e., the UCI Machine Learning Repository, which was developed by Dr. William H. Wolberg [58]. 
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